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Motivation

Compare:
Transformers VS Dictionaries [19 values]
Expert Dictionary VS Learned Dictionary [10 values]

Characteristics:
transformers: resource-intensive
dictionary: lightweight
▶ expert dictionnary: hard to build, easy to interpret
▶ learned dictionary: easy to build, hard to interpret

Performance?



Dataset: Labels

Schwartz values: fine (19), coarse (10), high-order (4)



Dataset: Data

SemEval 2023 Shared Task 4 "Human Value Detection"
5k text snippets annotated for fine grained Schwartz values

https://touche.webis.de/semeval23/touche23-web/



Transformers VS Dictionaries

transformers: XLM-Roberta-base
dictionaries: Dict (1-gram), RAKE (MWE): TFIDF

system precision recall F1 rank comment
Dict 100 0.320 0.514 0.395 78 less than 1k words
Dict 400 0.373 0.432 0.400 79
Rake 100 0.317 0.434 0.366 85
Rake 400 0.373 0.391 0.382 81
Roberta 1500 0.514 0.312 0.388 80 stopping criterion
Roberta 4500 0.470 0.447 0.458 48 intended overfitting

Table: Experimental results on the test set for the 3 different approaches
and 2 different sets of parameters tested, F1 is micro, rank in italics
indicates hypothetical ranks, as these submissions are not part of the
official leaderboard.



Expert Dictionnary VS Learned Dictionnary

the 19 fine grained values are mapped to 10 coarse grained values

Ach. Ben. Conf.Hed. Pow.Sec. Self-Dir.Stim. Trad.
# Words in learned dict36 32 83 24 74 118 48 15 23
# Words in expert dict 61 77 112 79 86 69 116 102 85
# common words 12 10 4 10 6 8 10 2 11
% of learned covered 25.0%23.8%4.6% 29.4%7.5%6.3% 17.2% 11.8%32.4%
% of expert covered 16.4%11.5%3.4% 11.2%6.5%10.4%7.9% 1.9% 11.5%

Table: Similarity in vocabulary for coarse grained values

system precisionrecallF1mic.F1mac.

Learned 0.49 0.67 0.57 0.48
Expert 0.50 0.29 0.37 0.32
Roberta 0.68 0.65 0.66 0.55

Table: Comparison of the performance of an expert designed dictionary
and a learned dictionary evaluated on the dev split



Conclusions

FINE grained:
▶ F1: transformers perform on par with dictionary
▶ precision: transformer » dictionaries
▶ recall: dictionaries » transformers

COARSE grained:
▶ F1: transformers » dictionaries
▶ dictionaries: recall expert « recall learned

potential topics-values biais in the dataset?

Article: https://aclanthology.org/2023.semeval-1.290.pdf

Ongoing work: Annotation Campaign for 9 languages:
https://touche.webis.de/clef24/touche24-web


